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Abstract

We performed molecular dynamics simulations of the vaporization phenomenon of an ultra-thin layer (2 nm) of

liquid argon on a platinum surface. The simulation started from a molecular system of three phases (liquid argon, solid

platinum and argon vapor) in equilibrium at 110 K. The platinum wall was then suddenly heated to a higher tem-

perature (a moderately higher temperature of 150 K and a much higher temperature of 300 K were investigated).

Features of our simulation model include a fast algorithm based on a tree data structure and a constant temperature

solid wall model based on a 3-D Langevin equation. The entire vaporization process was successfully simulated. The

results reveal trends that agree with our knowledge of vaporization of a similar macroscopic system. For example, for

the high surface temperature the vaporization process is reminiscent of the Leidenfrost phenomenon and after the

formation of a vapor region between the surface and the liquid mass, the latter deforms and tends to approximately

acquire a spherical ‘‘droplet’’ shape, as one would have expected from macroscopic considerations. Contrary to this, a

gradual evaporation process occurs at moderate wall temperatures. After complete evaporation and upon reduction of

the wall temperature, condensation takes place leading to reconstruction of the initial liquid layer. � 2002 Elsevier
Science Ltd. All rights reserved.
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1. Introduction

The phenomenon of early stage vapor formation in a

liquid mass in contact with a hot surface has been in-

vestigated both theoretically and experimentally at the

macroscopic (continuum) level for many years, relying

on scientifically logical but largely heuristic arguments

for the initiation of vapor nucleation. Research on the

same phenomenon at the molecular level is by compar-

ison scarce, despite the obvious need for such research in

order to circumvent the limitations of empirical as-

sumptions that are unavoidable in the macroscopic ap-

proach. This situation arises from two reasons. One is

that experimental research under such small time (ps)

and space (nm) scales still faces today formidable in-

strumentation difficulties. The other reason is that in

theoretical/numerical research the usual macroscopic

continuum models no longer describe the vaporization

phenomenon at such small scales; new alternative

models accounting explicitly for intermolecular interac-

tions need to be found.

One promising approach is Molecular Dynamics

Simulation (MDS). In this approach, one goes directly

to the molecular level. By solving Newton’s equation of
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motion of every molecule in the system of interest nu-

merically, detailed information on the entire microscopic

system can be obtained. Although this idea is not new (it

dates back to the 1950s and 1960s, when some pio-

neering investigations were performed in the field of

theoretical physics), it is not until recently that its em-

ployment in relatively large systems has begun. To ex-

emplify early studies, in 1957, Alder and Wainwright [1]

studied the phase transitions in a hard sphere system of

particles (perfectly elastic collisions). In 1964, Rahman

[2] successfully solved the equations of motion for a set

of Lennard–Jones particles. In selected engineering sys-

tems, the MDS method can provide information that

allows the revision or verification of ad hoc assumptions

of continuum theory. However, there are two formida-

ble difficulties that need to be overcome: first, all rele-

vant intermolecular interactions should be correctly

accounted for, and second, a large number of molecules

need to be simulated in order to bridge the gap between

the molecular and the continuum levels and provide

closure information for macroscopic models, or aid the

understanding of the physics of the phenomena of in-

terest.

With reference to phase change, Long et al. [3] and

Little [4] studied the evaporation of a liquid argon

droplet exposed to both subcritical and supercritical

surroundings using 5600 atoms, 27,000 atoms and

100,000 atoms. The evaporation rate obtained by MDS

agrees well with existing theoretical results. Maruyama

and Kimura [5] simulated the heterogeneous nucleation

of a vapor bubble on a solid surface. The formation of a

bubble on the surface was clearly visualized and the

contact angle obtained was in good agreement with

former studies.

In the present paper, employing the MDS method,

we simulated the vaporization of a thin liquid argon film

on a suddenly heated platinum surface. The reason for

this choice is that the molecular description of these

materials is both quite well known and in comparison to

other even more complex materials, tractable. The re-

sults reveal interesting trends that are reminiscent of

macroscopic phenomena such as the Leidenfrost phe-

nomenon at high wall temperatures and the tendency of

a liquid droplet to attain a spherical shape correspond-

ing to an energy minimum. Reduction of the wall tem-

perature gives rise to condensation and the

reconstruction of the evaporated liquid layer.

2. On the molecular dynamics simulation method

The premise of MDS can be described as follows:

considering the fact that at the primitive level every

substance is made from elementary particles (atoms or

molecules), if the basic dynamics parameters of these

molecules, i.e. position, velocity, and interaction force,

can be determined, the macroscopic physical properties

of the substance, like volume, temperature, pressure, etc.

can subsequently be obtained via statistical methods.

Based on this idea, the starting point of MDS is

Nomenclature

a acceleration

c coefficient in the Verlet algorithm for 3D

Langevin equation

crv correlation coefficient

f interaction force between atoms

F random force

F force vector

kB Boltzmann constant

m mass

N number of atoms in the simulation domain

p momentum vector

r position

r position vector

rc cut-off distance

drG random variable sampled from a bivariate

Gaussian distribution

t time

dt time step of simulation

u potential

v velocity

v velocity vector

dvG random variable sampled from a bivariate

Gaussian distribution

Greek symbols

e energy parameter in potential function

n damper force constant

q joint probability density function

r length parameter in potential function

rr variance of a bivariate Gaussian distribution

rv variance of a bivariate Gaussian distribution

/ potential function

Subscripts

0, 1, 2 index

c cut-off

i the ith

j the jth

r related to position

v related to velocity

Superscript

G related to Gaussian distribution
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Newton’s second law. For the translational motion of a

spherically symmetric molecule, this law has the simple

form

F ¼ m
d2r

dt2
; ð1Þ

where F is the sum of the forces exerted on the molecule
by the other molecules in the system, r is the position
vector of the molecule, t is the time, and m is the mass of
the molecule.

Integrating Eq. (1) once in time yields the velocity of

the molecule. Integrating once more results in its dis-

placement. If one integrates Eq. (1) for every molecule in

the simulation domain step by step from some initial

state, then detailed information of the movement of

every molecule is obtained. This information can be

further processed by time averaging, space averaging or

both to provide the macroscopic physical properties

over the entire simulation domain.

For molecules that have internal complex geometry,

the original simple Newton equation of motion is no

longer sufficient. Depending on the type of molecular

model used, a generalized form of the original Newton

equation is adopted in the simulations. For example,

using a rigid-body model, one has to consider the ro-

tation of the molecule around its mass center; therefore

the so-called ‘‘Euler Equation’’ should be used. How-

ever, no matter how complex the form of the equation

of motion, the basic simulation procedure is always the

same: first, integrating the equation of motion of every

molecule to acquire its dynamical parameters; then

performing an averaging of these dynamical parame-

ters to obtain the values of macroscopic physical

properties.

In the above discussion, nothing has been said about

the form and magnitude of the force term in the left-

hand side of Eq. (1). In fact, this is one of the core

problems in molecular dynamics. To calculate the in-

teraction force among molecules, since this force is

electric/electromagnetic in nature, one needs to decide

on an appropriate corresponding intermolecular poten-

tial model. Usually this model comes from experimental

data or quantum mechanics calculations and accounts

for the contribution from two-body and three-body

potentials. For calculations in a group of molecules, a

many-body potential needs to be used. Due to their

small contribution to the total potential (and their sig-

nificant effect on computational speed), the effect of

more than two or three bodies in the potential equation

is either safely overlooked or simply appears as a cor-

rection term in the potential equation that can be cal-

culated easily [6]. In most practical simulations,

researchers even simplified the potential model further

to consider only two-body potential so as to shorten the

computation time with acceptable accuracy. Normally

this is done by defining an ‘‘effective pair potential’’ and

incorporating the effect of a three-body potential into

this effective pair potential [6].

When a two-body potential model is chosen, the in-

teraction force between a pair of molecules can be de-

rived from this potential by the following relation:

F ij ¼ �ruij; ð2Þ

where F ij is the force acting on the ith molecule by the

jth molecule, uij is the two-body potential between the
ith molecule and the jth molecule.

Summing up all the forces exerted on one molecule

by other molecules yields the total force on this mole-

cule. After the total force on every molecule in the

simulation domain has been calculated, one can inte-

grate Eq. (1) in time for each molecule.

3. Computational model

The simulation domain we selected for the problem

of interest is a cuboid, which is composed of two re-

gions (Fig. 1): the solid wall (represented by the trian-

gles) and the ‘‘fluid’’ region (represented by the circles).

Three layers of Pt atoms lie at the bottom of the sim-

ulation domain and form the solid wall. The interaction

force among the Pt atoms is a harmonic force (spring

force), Their spatial arrangement follows the fcc(1 1 1)

crystal lattice. The distance between neighboring mol-

ecules is 2:77� 10�10 m and the spring force constant is
46.8 N/m [5] (Figs. 2 and 3). Right above the solid wall

is the fluid region, which is fully occupied by argon

molecules. The potential between a pair of argon mol-

ecules is described by the function suggested by Stod-

dard and Ford [8], which features a shift for the

continuous decay

/ðrÞ ¼ 4e r
r

� �12�"
� r

r

� �6�
þ 6

r
rc

� �12(

�3 r
rc

� �6) r
rc

� �2
� 7

r
rc

� �12(
� 4 r

rc

� �6)#
;

ð3Þ

where r ¼ 3:40� 10�10 m and e ¼ 1:67� 10�21 J. The
cut-off distance rc is set at 3:5r. For the interaction be-
tween Pt and argon particles, we employ the same form

of potential function as above, but the values of the r
and e parameters have been changed to 3:085� 10�10 m
and 0:894� 10�21 J, respectively, according to the sug-
gestions of Maruyama and Kimura [5].

The upper boundary of the computational domain is

an imaginary perfectly adiabatic ‘‘wall’’. The collision of

an atom with this boundary is purely elastic. The dis-

tance of this wall from the platinum surface is selected to

be large enough so that the evaporation process is not

affected.
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For controlling the temperature of the solid wall, we

inserted another two layers of Pt atoms right below the

lowest layer of Pt atoms. These two ‘‘phantom layers’’

do not interact with argon atoms. The spatial arrange-

ment of the two phantom layers still follows the

fcc(1 1 1) structure, as if they were just a natural exten-

sion of the crystal lattice (Fig. 3). The lower phantom

layer of Pt atoms is fixed to the crystal lattice at all times

during the simulation. Two extra forces, a damper force

and a random force, are exclusively imposed on the Pt

atoms of the upper phantom layer (right below the

lowest real layer). With these two extra forces (appro-

priately selected) the long-term dynamical behavior of

the upper phantom layer conforms to the 3D Langevin

equation (Section 4 of this paper presents a detailed

description of this equation), which guarantees that

both the temperature of this layer and the temperature

of the solid wall stay constant if thermal equilibrium

between them is reached. For the other four vertical

boundaries, periodic boundary conditions were adop-

ted.

4. Algorithms

For the integration of the Newton equation for the

molecules in the computation domain, we employ the

‘‘velocity Verlet’’ algorithm [6], which takes the follow-

ing form:

rðt þ dtÞ ¼ rðtÞ þ dtvðtÞ þ 1
2
dt2aðtÞ; ð4aÞ

vðt þ dtÞ ¼ vðtÞ þ 1
2

dt½aðtÞ þ aðt þ dtÞ	; ð4bÞ

where r is the position vector of an atom, v is the velocity
vector of an atom, dt is time step of simulation, and a is
the acceleration of an atom.

To perform the calculation of the interaction forces

between atoms efficiently, we adopted a tree data

structure in our program [7]. We subdivided the 3D

computational domain into eight small equal-sized

cubic cells recurrently (Fig. 4 illustrates such a sub-

division of a 2D computational domain). Several levels

Fig. 1. Simulation domain.

Fig. 2. Top view of the lattice of wall molecules fcc(1 1 1).

Fig. 3. Solid wall and phantom layers (projection in the y–z

plane).
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of the resulting tree are shown. This subdivision is

terminated when either of the following two criteria is

fulfilled:

• the cell size is smaller than the cut-off distance in the
potential equation,

• the number of particles in a cell is less than 20.
Here the selection of number ‘‘20’’ reflects a balance

between the computational time spent on constructing

the tree structure and the computational time saved by

employing the tree structure.

After the subdivision is completed, we construct a

tree data structure by marching from the highest level

(the entire computational domain) to the lowest level.

The cells at the positions of the ‘‘leaves’’ of this ‘‘tree’’

structure are named ‘‘childless cells’’. The next step is

to find the near neighbors of a childless cell, i.e. cells

that lie within the cut-off distance from the border of a

childless cell. When all the near neighbors of a childless

cell are found, the interaction force calculation can be

performed directly. The advantage of the algorithm

based on a tree data structure is that it can greatly

reduce the interaction force computation time from

order of OðN 2Þ to order of OðN logNÞ (here N repre-
sents the number of atoms in the simulation domain)

[7]. In large simulations, this algorithm is especially

efficient and economical compared to a ‘‘normal’’ al-

gorithm.

For the integration of the equations of motion of the

molecules in the upper phantom layer, that has a dif-

ferent physical model, we employed the Verlet algorithm

corresponding to the 3D Langevin equation. As men-

tioned above, two extra forces, a damper force and a

random force were imposed only on the atoms of the

upper phantom layer, so that the equation of motion of

these atoms (3D Langevin equation) has the following

form [6]:

dpiðtÞ
dt

¼ �npiðtÞ þ f ðtÞ þ F ðtÞ; ð5Þ

where piðtÞ is the momentum vector of the ith atom in
the upper phantom layer; n is the damper force constant,
f ðtÞ is the interaction force between the ith atom and
other atoms, F ðtÞ is a random force which is sampled
from a Gaussian distribution with zero mean value and

a standard deviation given by r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2nkBT=dt

p
, where T

is the preset target temperature value corresponding to

the thermal equilibrium state), dt is the time step of
simulation, and kB is the Boltzman constant.
The 3D Langevin equation above is then integrated

with the following Verlet algorithm [6]:

rðt þ dtÞ ¼ rðtÞ þ c1dtvðtÞ þ c2dt2aðtÞ þ drG; ð6aÞ

vðt þ dtÞ ¼ c0vðtÞ þ ðc1 � c2ÞdtaðtÞ þ c2dtaðt þ dtÞ þ dvG:

ð6bÞ

The values of c0, c1, and c2 are determined by the fol-
lowing relations:

c0 ¼ e�ndt; c1 ¼ ðndtÞ�1ð1� c0Þ;
c2 ¼ ðndtÞ�1ð1� c1Þ ð7Þ

dvG and drG are two values sampled from a bivariate
Gaussian distribution which is described by a joint

probability density function q [6]

qðdrG; dvGÞ

¼ 1

2prrrvð1� c2rvÞ
1=2
exp

(
� 1

2ð1� c2rvÞ
drG

rr

� �2 

þ dvG

rv

� �2
� 2crv

drG

rr

� �
dvG

rv

� �!)
ð8Þ

with zero mean values and variance given by

r2r ¼ dt2
kBT
m

ðndtÞ�1ð2� ðndtÞ�1ð3� 4e�ndt

þ e�2ndtÞÞ; ð9aÞ

r2v ¼
kBT
m

ð1� e�2ndtÞ: ð9bÞ

The correlation coefficient crv is determined by

crvrrrv ¼
kBT
mn

ð1� e�ndtÞ2: ð10Þ

The above process controls the platinum wall tempera-

ture to a desired value.

Fig. 4. Step-by-step subdivision of the space for a simple 2D

particle distribution and resulting tree levels: (a) Step-1; (b) Step

2; (c) Step 3; (d) Step 4.
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5. Simulation procedure, results and discussion

The simulation process follows a three-step proce-

dure. The first step is to achieve thermal equilibrium of

all the phases in the domain (solid wall, liquid argon and

argon vapor). This step can be further divided into two

sub-steps: a velocity-scaling period and a period without

velocity scaling. During the velocity-scaling period, the

velocities of the molecules in each phase are scaled at

every time step so as to keep the temperature of each

phase at a constant value. After a sufficiently long time,

the velocity scaling is switched off. The molecules then

move freely until finally thermal equilibrium of all the

phases is reached.

The second step of the simulation solely applies to

the solid molecules. In this step, we isolate the solid wall

from the computational domain and ‘‘heat’’ it to a high

temperature as described below. When thermal equilib-

rium between the real wall and the phantom layer is

reached, we proceed to the third step. In this step, the

‘‘hot’’ wall is reinserted into the computational domain

and replaces the ‘‘cold’’ wall of the first step.

We first simulated the vaporization of a layer with a

relatively small number of atoms. The computational

domain was 8:31 nm ðlongÞ � 8:156 nm (deep normal
to the paper) �23:27 nm (tall). The number of argon
and Pt atoms was 3186 and 3060, respectively. Each

additional phantom layer contains 1020 Pt atoms. Ac-

cording to the recommendation of Tully [9], the n pa-
rameter in the Langevin equation is set to the value of

1:613� 1013 1/s. The time step is 1 fs. At the first stage
of our simulation, we set the equilibrium temperature of

the entire system to 110 K. At this temperature, a thin

layer of liquid argon (about 2 nm in thickness) is placed

above the wall. The presence of the surface tension aids

the stabilization of the liquid/vapor interface. On top of

this liquid layer there exists a thicker layer of argon

vapor, which is about 20 nm in thickness. When the

entire system reaches thermal equilibrium, the Platinum

wall is isolated from the computational domain as noted

above. By adjusting the parameters in Langevin equa-

tion, this wall is ‘‘heated’’ to a desirable temperature by

the phantom layers. At the third stage of simulation, this

hot wall is reinserted into the system to heat the argon

fluid starting from the initial equilibrium temperature of

110 K. The vaporization of liquid argon then takes place

and continuous until thermal equilibrium at the wall

temperature is reached again.

5.1. High temperature case

Fig. 5 illustates the history of the average tempera-

tures of the wall and argon regions, respectively. From 0

to 1000 ps, the simulation domain is in equilibrium state

at 110 K. Then the wall molecules (and phantom mol-

ecules) are ‘‘removed’’ from the simulation domain to be

heated separately; the wall is heated to 300 K and

reaches thermal equilibrium with the phantom layers.

This process lasts 500 ps (this time period is not shown

in Fig. 5 and not counted in the total time). The ‘‘hot’’

wall is reinserted into the simulation immediately after

the heating. The evaporation of the thin layer of liquid

argon starts at 1000 ps and finishes at 5000 ps when

thermal equilibrium between argon and wall is reached.

Although it takes 4000 ps for the simulation domain to

migrate from one established thermal equilibrium state

to a new thermal equilibrium state, the actual evapora-

tion of the liquid argon layer lasts only about 600 ps.

Fig. 6 shows a projection of the entire simulation

domain in the y–z plane at representative simulation

times. In these pictures, the middle-size white dots (at

the bottom of each picture) represent wall molecules,

while the small and large white dots represent argon

molecules in the gas and liquid phases, respectively. The

argon molecules that are in the liquid phase are deter-

mined by calculating the local number density. We set a

threshold radius of 0.5 nm and a threshold number

density of 5, which corresponds to the average density at

the phase interface of a mixed system of argon vapor

and liquid at 110 K [10]. For every argon atom in the

simulation domain, a sphere is drawn with its center at

that atom and its radius being equal to the threshold

radius mentioned earlier. We then count the argon

molecules inside this sphere. If the number exceeds or

equals the threshold number density, the argon molecule

at the center of the sphere is determined to be in the

liquid phase.

As can be seen in Fig. 6, at the beginning of the

process, two phase interfaces, i.e. the interface between

liquid argon and gas argon and the interface between

liquid argon and solid wall, are clearly visible (Fig. 6(a)).

In Fig. 6(b), small regions of vapor begin to appear at

the wall neighborhood and the liquid region on the wall

becomes discontinuous. The phase interface between the

Fig. 5. Temperature history of the wall and argon regions –

high temperature case 300 K.
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bulk liquid and gas regions also becomes distorted. In

Fig. 6(c), a relatively distinct vapor region can be seen

forming on the wall surface and the liquid-occupied

portion of the wall surface decreases further. In Fig.

6(d), almost all the wall surface is covered by argon

vapor and the bulk region of liquid argon floats on top

Fig. 6. Projection of the simulation domain in the y–z plane at characteristic times – high temperature case 300 K.
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of a vapor layer in a manner reminiscent of the Le-

idenfrost phenomenon. The liquid argon region contin-

ues to be pushed upwards and changes its shape in Figs

6(e)–(h) approaching a spherical shape, until it evapo-

rates completely (Fig. 6(i)) 600 ps after heating of the

wall.

The number-density profile in the Z direction (nor-

mal to the wall) as a function of time after wall heatup is

shown in Fig. 7. The distance between the wall surface

and the upper boundary of the computational domain is

divided into eighty equal slices. The number of argon

molecules in each slice is then counted to obtain the

average number density of each slice. By observing the

number density variation, we can draw two conclusions.

First, the fact that the number density curves gradually

flatten out illustrates the gradual disappearance of the

gas-liquid phase interface. In fact the entire ultrathin

liquid region can be characterized as a phase transition

region. Second, the position of liquid argon can be

identified immediately by locating the regions of the

density peaks appearing in the curves of Fig. 7. The

floating liquid containing zone is for example clearly

visible in Fig. 7(c) between 7 and 12 nm away from the

wall.

5.2. Low temperature case

We subsequently investigated another case in which

the initial temperature difference between the hot wall

and the argon regions was more moderate. Fig. 8 il-

lustrates the temperature history curve. Again, the

simulation domain was initially at equilibrium from 0 to

1000 ps at 110 K. The wall was then heated to 150 K.

The evaporation procedure lasted now about 1500 ps,

which is at a sharp contrast with the 600 ps of the

former case.

Similar to Fig. 6, Fig. 9 shows the projection of the

entire simulation domain in the y–z plane at represen-

tative times of the simulation. In the following discus-

sion in Figs. 9 and 10, we refer to the times after the wall

heat up. We can see from this set of pictures that up to at

least 300 ps after heating, the wall remains almost

completely wetted although some parts of the wall sur-

face may be temporarily occupied by small patches of

vapor. On the other hand, the interface between bulk

liquid and gas regions experiences a marked distortion:

at 300 ps three peaks of liquid argon form above the

initially flat liquid–gas interface. In order to aid the

discussion with better visualization, in Figs. 9(d)–(f) top

Fig. 6. (Continued)
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views of only the liquid layer are also shown. From 400 ps

on, more localized ‘‘dry’’ regions appear on the wall

surface until at 600 ps several broad dry patches can be

observed (this is clearly visible in the above-mentioned

top views). The average thickness of the liquid region

decreases to almost one third of the initial thickness at

700 ps. The evaporation continues until at 1000 ps only

a few patches of liquid can be observed on the wall.

Finally the entire liquid region disappears at about 1500

ps.

By plotting the density profiles at different times (Fig.

10), the variation of the liquid region near the wall can

also be illustrated quite distinctly. From 0 to 300 ps, the

position of the knee point that separates the liquid and

gas regions changes very little, which implies that the

average thickness of the liquid region changes very

slowly and little vapor is produced in this period.

However, from 300 ps on, there exists an apparent

shifting of this turning point to the left, the average

thickness of the liquid region is reduced, and evapora-

tion is markedly faster. The evaporation process con-

tinues between 600 and 1500 ps, (Fig. 10(c)) until the

thickness of the liquid region decreases gradually to

zero.

Overall, at this lower wall temperature the vapor was

formed locally near the heated wall and was gradually

removed through the top surface of the layer. The dy-

namic lifting and floating of the liquid layer observed at

high wall temperatures and discussed earlier was not a

feature of the evaporation process this time.

Fig. 7. Number density profiles at different times regions – high temperature case 300 K.

Fig. 8. Temperature history of wall and argon regions – low

temperature case 150 K.
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When the new equilibrium state was established at

150 and 300 K after complete evaporation, we deter-

mined the velocity distribution of the argon atoms in

order to find out if they follow the Maxwellian curve

[11]. We can see in Fig. 11 that although some fluc-

tuations around the Maxwellian distribution are

Fig. 9. Projection of the simulation domain in the y–z plane at characteristic times – low temperature case 150 K.
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observed, the overall trend fits quite well the Max-

wellian description, better so in the high temperature

case of 300 K. This indicates that, as it should, in

particular at higher temperatures, the velocity distri-

bution of the atoms of argon gas is similar to that of

an ideal gas.

5.3. Condensation

In addition to simulating the evaporation process, the

capability of molecular dynamics simulations to describe

Fig. 11. Velocity distribution of the argon atoms at heat

equilibrium after complete evaporation.

Fig. 12. Temperature history of the wall and argon regions –

condensation case. Wall temperature 110 K.

Fig. 10. Number density profiles at different times – low temperature case 150 K.
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condensation was investigated. For this purpose, at the

end of the process described earlier, after the entire liquid

layer had evaporated and equilibrium had been reached,

the wall temperature was suddenly reduced to 110 K.

Fig. 12 illustrates the temperature history of the

simulation. We can see that the entire condensation

process of the argon vapor lasted about 2500 ps, which is

longer than the corresponding evaporation time.

Fig. 13. Projection of the simulation domain in the y–z plane at characteristic times of condensation. Wall temperature 110 K.
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Fig. 13 shows the projection of the entire simulation

domain in the y–z plane at different times of the simu-

lation. At 50 ps (again we count the time from the be-

ginning of the condensation procedure, when the

temperature of the wall is suddenly reduced), we can see

that several small regions of liquid appear to nucleate on

the surface of the wall. Then at 100 ps larger liquid

clusters form. These clusters gradually merge with one

another so that at 200 ps a thin layer of liquid argon can

be distinguished on the wall. Due to the heating from the

hot vapor layer above, this thin liquid layer can tem-

porarily break up at early times before it becomes stable

(Fig. 13(d)). With the accumulation of condensed liquid,

a stable layer of liquid argon forms at about 500 ps.

From 500 to 1000 ps, the thickness of the liquid layer

almost doubles Subsequently there is a reduction of the

condensation rate. From 1500 to 2500 ps, there is almost

no visible variation on the thickness of liquid layer,

which corresponds to the fact that the temperature dif-

ference between argon and wall decreases very slowly. In

fact, we can see this tendency clearly from the gradual

flattening of the temperature curve of argon from 1500

ps on (Fig. 12).

6. Conclusions

We investigated the vaporization phenomenon of an

ultra-thin layer of liquid argon on a heated Platinum

surface with molecular dynamics simulations.

Different vaporization behaviors were observed de-

pending on the magnitude of the wall temperature (a

moderately high temperature of 150 K and a markedly

higher temperature of 300 K). Vaporization of liquid

argon took place at the wall surface. The results reveal

trends that agree with our knowledge of vaporization of

a similar macroscopic system. For example, for high

surface temperature, the vaporization process is remi-

niscent of the Leidenfrost phenomenon and after the

formation of a vapor region between the surface and the

liquid mass, the liquid deforms and floats acquiring an

approximately spherical ‘‘droplet’’ shape as one would

expect from macroscopic considerations. A more grad-

ual evaporation process occurs at moderate wall tem-

peratures. The simulations were extended to investigate

condensation. After complete evaporation and upon

reduction of the wall temperature, condensation takes

place leading to reconstruction of the initial liquid layer.

Fig. 13. (Continued)
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